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ABSTRACT: The complexes [Fe(tbta)2](BF4)2·2EtOH (1), [Fe(tbta)2](BF4)2·2CH3CN (2), [Fe(tbta)2](BF4)2·2CHCl3 (3),
and [Fe(tbta)2](BF4)2 (4) were synthesized from the respective metal salts and the click-derived tripodal ligand tris[(1-benzyl-
1H-1,2,3-triazol-4-yl)methyl]amine (tbta). Structural characterization of these complexes (at 100 or 133 K) revealed Fe−N bond
lengths for the solvent containing compounds 1−3 that are typical of a high spin (HS) Fe(II) complex. In contrast, the solvent-
free compound 4 show Fe−N bond lengths that are characteristic of a low spin (LS) Fe(II) state. The Fe center in all complexes
is bound to two triazole and one amine N atom from each tbta ligand, with the third triazole arm remaining uncoordinated. The
benzyl substituents of the uncoordinated triazole arms and the triazole rings engage in strong intermolecular and intramolecular
noncovalent interactions. These interactions are missing in the solvent containing molecules 1, 2, and 3, where the solvent
molecules occupy positions that hinder these noncovalent interactions. The solvent-free complex (4) displays spin crossover
(SCO) with a spin transition temperature T1/2 near room temperature, as revealed by superconducting quantum interference
device (SQUID) magnetometric and Mössbauer spectroscopic measurements. The complexes 1, 2, and 3 remain HS throughout
the investigated temperature range. Different torsion angles at the metal centers, which are influenced by the noncovalent
interactions, are likely responsible for the differences in the magnetic behavior of these complexes. The corresponding solvent-
free Co(II) complex (6) is also LS at lower temperatures and displays SCO with a temperature T1/2 near room temperature.
Theoretical calculations at molecular and periodic DFT-D3 levels for 1−4 qualitatively reproduce the experimental findings, and
corroborate the importance of intermolecular and intramolecular noncovalent interactions for the magnetic properties of these
complexes. The present work thus represents rare examples of SCO complexes where the use of identical ligand sets produces
SCO in Fe(II) as well as Co(II) complexes.

■ INTRODUCTION
Octahedral metal complexes with a d4−d7 electronic config-
uration can, in principle, exist in the high spin (HS) or low spin
(LS) states.1 The stabilization of one spin state or the other is
dependent on the interplay between the ligand field
stabilization energy (LFSE) and the spin pairing energy.
Magnetic bistability is observed for systems where these two
energy terms are comparable in magnitude, and such systems
can be switched between the two spin states by using external
perturbations such as temperature; this is a phenomenon that is

known as spin crossover (SCO).2−4 Octahedral Fe(II)
complexes3 and Co(II) complexes5 are the ones that have
been investigated the most, with respect to their SCO
properties. In this context, it is well-established that ligands
with different ligand field strengths are required for generating
SCO behavior in Fe(II) and Co(II) complexes. SCO
compounds have fascinated both physicists and chemists over
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the past decades, because of, on the one hand, the intriguing
fundamental physics and chemistry underlying such systems,
and, on the other hand, their proposed application in future
electronic devices.6

Targeted ligand modification has been the most common
approach adopted by chemists to tune the spin state of a metal
complex. Thus, our knowledge of the types of ligands that
might stabilize either an HS or LS state at a metal center is
quite advanced, and, hence, our predictive power in that
direction has reached a satisfactory level.1 The same ligand
design approach is also essentially at the heart of generating
SCO complexes.2 However, the fine-tuning of a set of either
intramolecular or intermolecular covalent or other noncovalent
interactions, that are usually responsible for driving SCO in
metal complexes, remains a highly challenging and difficult
task.3f Recently, some examples have appeared in the literature
where such noncovalent interactions (NCIs) and their effect on
the magnetic properties of the complexes have been
investigated in detail.3f,7 Hence, even though various examples
are known of metal complexes that display SCO, the specific
interactions which are responsible for making SCO happen, as
well as cooperativity effects in the crystal lattice, remain, at best,
difficult to understand and, in the worst case, impossible to
decipher.3f As a result of this, targeted modifications of covalent
or noncovalent interactions (crystal engineering) that might
either make or break the SCO phenomenon in a particular
system remains a field where much still needs to be done and
understood.
We have recently reported on a complex [Co(tbta)2](ClO4)2

(5), where tbta is the click-derived tripodal ligand tris[(1-
benzyl-1H-1,2,3-triazol-4-yl)methyl]amine (see Scheme 1).8

Click-derived triazole ligands have become extremely popular
in coordination chemistry, because of a set of extraordinary
properties that they impart on their metal complexes.9−11

Complex 5 displays SCO near room temperature, and it was
shown for 5 that certain intermolecular and intramolecular
weak, noncovalent interactions are responsible for driving SCO
in that complex.8 For 5, evidence for the importance of weak,
noncovalent interactions was indirect, as this was proved by the
example of two other Co(II) complexes that contain tris[(1-
cyclohexyl-1H-1,2,3-triazol-4-yl)methyl]amine and tris[(1-n-
butyl-1H-1,2,3-triazol-4-yl)methyl]amine, respectively, as li-
gands. These complexes do not show the aforementioned
noncovalent interactions, and they remain HS throughout the
entire investigated temperature range.8 It can be argued that
changing substituents on the ligand backbone might intrinsi-
cally modify ligand field strength of a ligand, thus making the
HS state stable and preventing SCO. In trying to decipher the
importance of these interaction for SCO in metal complexes,
we turned our attention to some Fe(II) analogues of 5. Our

aim in turning to the Fe(II) complexes was to modify these
noncovalent interactions in a set of complexes containing tbta
as the only ligand, thus avoiding any direct modification of the
ligand backbone. Furthermore, we wanted to check if SCO
observed in the Co(II) complex 5 can be seen in a
corresponding Fe(II) complex with the same ligand set. In
the following, we present the synthesis, characterization, and
structural analyses of [Fe(tbta)2](BF4)2·2EtOH (1), [Fe-
(tbta)2](BF4)2·2CH3CN (2), [Fe(tbta)2](BF4)2·2CHCl3 (3),
and [Fe(tbta)2](BF4)2 (4). In addition, we also present a new
complex [Co(tbta)2](BF4)2 (6) to show that the SCO behavior
is not dependent on the anions for these complexes (the
analogous Co(II) complex, 5 has ClO4

− as the counteranion).
The magnetic properties of these complexes and the existence
of possible SCO phenomenon in them were probed by
superconducting quantum interference device (SQUID)
magnetometry and Mössbauer spectroscopy. In addition, we
present evidence from theoretical calculations that helps us in
deciphering the importance of noncovalent interactions better.
It should be noted that examples of solvent-induced structural
and magnetic changes in metal complexes do exist in the
literature.12

■ RESULTS AND DISCUSSION
Synthesis and Structural Characterization. The com-

plexes were prepared by refluxing 1 equiv of Fe(BF4)2·6H2O
with 2 equiv of tbta and the subsequent crystallization of the
solution (see the Experimental Section). For 6, the same
procedure was applied by using Co(BF4)2·6H2O as the metal
precursor. The final isolation of crystalline material, and their
structural and magnetic properties, turned out to be highly
dependent on the type of solvents used for crystallizing these
substances. Compounds 1−3 are colorless solids, whereas 4 is
yellow at ambient temperatures. All compounds showed
excellent agreements for their C, H and N values in their
combustion tests (see the Experimental Section).
The complexes 1−3 crystallize in the monoclinic P21/c space

group with two solvent molecules per molecule of the complex
(see Table S1 in the Supporting Information). In each of the
complexes, the Fe(II) center is coordinated in an octahedral
fashion through two nitrogen donors of two different triazole
rings, and an amine nitrogen donor from each tbta ligand (see
Figure 1, as well as Figures S1 and S2 in the Supporting
Information). One triazole arm from each tbta ligand remains
uncoordinated. The Fe−N11 and Fe−N21 distances to the two
triazole N donors are 2.120(5) and 2.154(5) Å, respectively, in
the case of 1. The Fe−N1 distance to the central amine for 1 is
2.307(5) Å. For 2 and 3, the Fe−N11 distances are 2.132(1)
and 2.164(2) Å, respectively, and the Fe−N21 distances are
2.135(1) and 2.108(2) Å, respectively. The distance between
Fe(II) and the central amine Fe−N1 for 2 and 3 are 2.294(1)
and 2.351(2) Å, respectively. All these Fe−N distances point to
a HS Fe(II) center for the complexes at the measured
temperatures (100 or 133 K).3f The distortion parameter (Σ)
values,3f,13 which describes the sum of the deviation of the 12
cis N−Fe−N angles from an ideal 90° in the octahedron, are
128.2°, 136.4°, and 136° for 1, 2, and 3, respectively. Such
relatively high values are typical for an octahedrally coordinated
HS Fe(II) center where the distortion from an ideal octahedral
environment is usually large.3f

No significant intramolecular or intermolecular NCI were
detected for any of the compounds 1−3 containing solvent
molecules in the crystal lattice. The ligand tbta is known to

Scheme 1. Ligand tbta
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undergo such interactions, as we recently observed in the case
of the LS Co(II) complex 5, as well as other related
complexes.8,11d In the case of 5, we had observed strong
intramolecular C−H···π interactions between the phenyl rings
of the benzyl groups.8 For 1−3, the solvent molecules included
in the crystal lattice seem to disrupt these NCIs and the loss of
these intramolecular interactions has a direct impact on the spin
state of the molecules. This disruption is best seen in the case
of 1, where the EtOH molecules reside exactly at the position
where the intramolecular C−H···π interaction between the
phenyl rings would otherwise take place (see Figure 1).
In order to have a direct comparison, we were interested in

crystallizing the solvent-free [Fe(tbta)2]
2+. Gratifyingly, the use

of propylene glycol indeed led to the crystallization of the
solvent-free Fe(II) complex 4. Complex 4 crystallizes in the
triclinic P1̅ space group (see Table S1 in the Supporting
Information). The Fe(II) center in 4 is octahedrally
coordinated by two triazole and one amine N donor from
each tbta ligand (see Figure 2). The Fe−N11 and Fe−N21
distances (Fe−N(triazole)) are 1.948(1) and 1.960(2) Å,
respectively. The Fe−N1 (Fe−N(amine)) distance is 2.150(1)
Å. The Fe−N distances here are typical of a LS Fe(II) center
and, hence, are much shorter than the corresponding distances
for 1−3.3f The decrease in Fe−N bond lengths upon going
from the HS complexes 1−3 to the LS complex 4 is ∼0.16 Å
for the Fe−N(amine) distances and ∼0.18 Å for the Fe−
N(triazole) distances (see Table 1). The distortion parameter Σ
has a value of 71.7° for 4, which is much smaller than those
observed for 1−3. The LS Fe(II) center in 4 forms a more
regular octahedron than the HS Fe(II) centers in 1−3 and this
leads to a lower Σ value.3f,13

Substituents on the 1,2,3-triazole ring, and the components
of the ring itself are known to engage in relatively strong NCI.14

In 4, the benzyl rings of the noncoordinating triazole arms of
the tbta ligands now participate in various intramolecular and
intermolecular NCIs (see Figure 3). The most significant of
these are the strong intramolecular C−H···π interactions (see
Figures 1, 2, and Supporting Information) between the C−H
group of one phenyl ring and the π-system of another phenyl
ring. The relevant distance here is 2.688(1) Å. These
interactions are disrupted in 1−3 by the solvent molecules.
The intramolecular and intermolecular NCI seem to force a
more compact coordination at the Fe(II) center, thus favoring
its LS state. The average of the four (two each) Fe−N11−
N12−N13 and Fe−N21−N22−N23 torsion angles in the plane
where the triazole rings coordinate to the iron center are 157°,
159°, 157°, and 171° for 1, 2, 3, and 4, respectively (see Figures
2 and 3). The structure of 4 was also determined at 293 K. The
average Fe−N distances in 4 at 293 K are longer than those
observed at 133 K (see Table 1 and Figure S3 in the Supporting
Information). However, the average of the four torsion angles
(see above) at 293 K is 171°; this value is the same as that
observed at 133 K for 4.
The solvent-free Co(II) complex 5 previously reported by us

contains ClO4
− as the counteranion.8 In order to prove that

counterions do not play a role in the spin state determination of
these complexes, the Co(II) complex 6 was also crystallized
with BF4

− as counteranion (which is an analogue of 5).
Complex 6 crystallizes in the triclinic P1 ̅ space group (see
Table S1 in the Supporting Information). The Co(II) center is
bound to the tbta ligand in a similar fashion as that done for 4
and 5 (see Figure 4). The Co−N11 and Co−N21 distances to
the two triazole N atoms are 1.919(2) and 1.937(2) Å,
respectively. The Co−N1 distance to the central amine N atom
is 2.358(2) Å. These distances are typical for a LS Co(II)
center.5 In comparison to the LS Fe(II) complex 4, the
difference between the Co−N(triazole) and Co−N(amine)

Figure 1. ORTEP plot of 1. Measurements at 133 K. Ellipsoids are
drawn at 50% probability. Hydrogen atoms and counteranions have
been omitted for the sake for clarity.

Figure 2. ORTEP plot of 4. Measurements at 133 K. Ellipsoids are
drawn at 50% probability. Hydrogen atoms and counteranions have
been omitted for the sake of clarity.
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distances for 6 are much larger. This is related to the Jahn−
Teller distortion observed for the octahedral LS d7 Co(II)
center in 6.5,8 The Jahn−Teller distortion leads to substantial
elongation of the axial Co−N bonds in 6. Such an effect is
absent in the LS octahendral d6 Fe(II) center in 4. The same
Jahn−Teller distortion is responsible for a larger Σ value
(92.8°) in 6, compared to that of 4 (71.7°). Just as for 4 and 5,
in complex 6, the benzyl substituents of the uncoordinated
triazole rings of the tbta ligands participate in strong
intramolecular and intermolecular C−H···π and π···π inter-
actions. The relevant intramolecular C−H···π distance in this
case is 2.759(1) Å. The average of the four (two each) Co−
N11−N12−N13 and Co−N21−N22−N23 torsion angles in
the plane where the triazole rings coordinate to the Co center is
172° and is comparable to the value observed for 4.
It should be noted here that all the solvent containing

complexes 1−3 crystallize in the same monoclinic P21/c space
group. Similarly, all the solvent free complexes 4−6 crystallize
in the same triclinic P1 ̅ space group (see Table S1 in the
Supporting Information). Thus, the NCI and spin states also
seem to be related to a particular crystal system and space
group for these complexes.

Magnetic and Spectroscopic Properties. For octahedral
Fe(II) complexes, the change in the spin state from S = 2 to S =
0 upon going from the HS state to the LS state makes them
ideal candidates to be probed by SQUID magnetometry.3 The
solvent containing Fe(II) complexes 1−3 show χMT values at
room temperature in the range of 3.9−4.1 cm3 mol−1 K, which
are indicative of HS Fe(II) centers (see Figure S4 in the
Supporting Information).3 No significant changes in the
susceptibility values were observed upon cooling the samples
to 2 K, indicating that the HS state of the Fe(II) centers is
preserved in complexes 1−3, even at lower temperatures (slight
deviations of the χT curve from linearity may arise from orbital
contributions).
In contrast to complexes 1−3, the solvent-free modification

of Fe(II) complex 4 shows a different temperature dependence.
The χMT value at 400 K is 3.37 cm3 mol−1 K; however, when
the sample is cooled, a SCO phenomenon is observed with a
temperature T1/2 of 310 K (see Figure 5).
Below 225 K, complex 4 exists in its LS Fe(II) state, as

indicated by the χMT values being close to zero. The
temperature dependence of the HS molar fraction (γ) could
be fitted with the domain SCO model15 to give the
thermodynamic parameters n·ΔH = 37.2 kJ mol−1 and n·ΔS
= 119 J mol−1 K−1, where n is the domain size and represents
the number of molecules per domain. Taking into account that
typical ΔS values for Fe(II) SCO complexes lie in the range of
40−65 J mol−1 K−1,4e,16,17 the n parameter appears to be ∼2 or
3. The substantial domain size is also reflected by the relative
abruptness of the SCO conversion curve (Figure 5);18 the
transition is clearly more abrupt than expected for a simple two-
state Boltzmann distribution. Thus, it is seen that the SCO

Table 1. Bond Lengths of Complexes

Bond Length (Å)

1 2 3 4 (133 K) 4 (293 K) 6

Fe−N1 2.307(5) 2.2940(9) 2.351(2) 2.150(1) 2.191(1) 2.358(2)a

Fe−N11 2.120(5) 2.132(1) 2.164(2) 1.948(1) 1.990(2) 1.919(2)a

Fe−N21 2.154(5) 2.135(1) 2.108(2) 1.960(2) 2.013(2) 1.937(2)a

H17···π 2.6883(3) 2.7598(1)
aThe distances for 6 refer to Co-donor atom distances.

Figure 3. C−H···π and π··· π interactions in 4.

Figure 4. ORTEP plot of 6. Measurements at 100 K. Ellipsoids are
drawn at 50% probability. Hydrogen atoms and counteranions have
been omitted for the sake of clarity.
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phenomenon is observed only for complex 4, where the
intramolecular C−H···π and other NCI exist (see the
Discussion section on crystal structure, presented earlier in
this paper). For complexes 1−3, where these interactions are
destroyed by the solvent molecules, the system remains locked
in the HS state in the entire investigated temperature range. A
similar behavior was observed in related complexes [Fe{(HC-
(3,5-Me2pz)3}2]I2 (where pz is the pyrazolyl ring) and its
solvate [Fe{(HC(3,5-Me2pz)3}2]I2·4CH2Cl2.

3l,p In those cases,
the solvent-free complex shows SCO, whereas the solvated
complex remains locked in the HS at all investigated
temperatures. The difference in the spin states in those two
complexes was correlated to torsion angles at the metal centers,
as has been discussed in the structural section above. In the
present case, complexes 1−3 have torsion angles at the Fe
center that are largely different from those observed for 4. The
crystals of 4 measured at 293 K delivered torsion angles that are
identical to those observed at 133 K. This is an indication that
the torsion angles in the HS state of 4 is likely to be similar to
those observed for its LS state. For 1−3, the smaller torsion
angles observed in the HS state forces those complexes to
remain locked in that spin state as the large structural changes
needed to reach the LS state cannot be compensated by
changes in temperatures.
Attempts at generating 4 by heating samples of 1−3 to 400 K

inside the SQUID magnetometer were not successful.
Independent experiments showed that heating of 1−3 lead to
a loss of crystallinity of these samples, and the resulting color of
the heated solid did not match that of 4. We have not been able
to identify the fate of the sample generated by heating 1−3;
however, 4 was certainly not generated during that process.
The spin and oxidation state of the Fe complex 4 was further

probed by Mössbauer spectroscopy (Figure 6). 4 shows an
isomer shift of 0.56 mm s−1 at 80 K, indicating the exclusive
existence of a LS Fe(II) center at that temperature, a result
which is consistent with the information obtained from SQUID
measurements.
The solvent-free Co(II) complex 6 shows a magnetic

behavior that is identical to complex 5, which was recently
published by us.8 Thus, the counterion does not seem to play
any significant role in the magnetic properties of these
complexes. The χMT vs T curve for 6 is shown in Figure 5
(right part). The value of 2.59 cm3 mol−1 K observed at higher
temperatures is consistent with a HS Co(II) center containing a
S = 3/2 state. Upon cooling the sample, a change to the LS
state is observed with a T1/2 of ca. 300 K. Below 150 K, the

complex shows a χMT value of 0.49 cm3 mol−1 K, which is
consistent with the existence of a LS (S = 1/2) Co(II) state.
Thermodynamic parameters for the SCO in 6 are ΔH = 15.5 kJ
mol−1, ΔS = 52 J mol−1 K−1 (using the above model with
domain size parameter n = 1); these values are similar to those
determined earlier for complex 5 with different counteranions
(ΔH = 13.9 kJ mol−1, ΔS = 43 J mol−1 K−1). Similar to Fe
complex 4, also in the case of 5 and 6, ΔH and ΔS are
appreciably higher than those usually found for Co-based SCO
systems with more-rigid ligands.5a,8 Thus, just like 4, 6 shows a
SCO behavior with a relative high T1/2 value. The sum of the
torsion angles at the metal centers, as discussed above, are
similar for the solvent-free Fe(II) complex 4 and its analogous
Co(II) complex 6. The SCO and the high T1/2 value for 6 are
driven by NCIs and their effect on the torsion angles, as has
been discussed previously for 4. The spin state of the Co(II)
complex was also probed by EPR spectroscopy. At 110 K in the
solid state, 6 shows a signal that is typical for a LS Co(II) center
(see Figure S5 in the Supporting Information). The spectrum
could be simulated with the parameters g⊥ = 2.220, g∥ = 2.020,
A⊥ = 29.3 G, and A∥ = 75.7 G. Because of the relatively narrow
lines association with a S = 1/2 LS Co(II) center, the hyperfine
coupling to the nuclear spin of Co(II) (I = 7/2) is also
resolved.
Hence, it is seen that the same ligand environment is capable

of producing thermal SCO for Fe(II) in 4 and for Co(II) in 5
and 6. This observation is an extremely rare one, because
usually a different ligand field is required for driving SCO in
Co(II) complexes, compared to their Fe(II) counterparts. As a
result, different types of ligands are usually required for

Figure 5. χMT vs T plot of 4 (left) and 6 (right), obtained from SQUID measurements at 5000 Oe. Insets show plots of the HS molar fraction (γ) vs
temperature T; the solid lines represent the fit to the experimental data using the domain model with n = 1 (see text).

Figure 6. Mössbauer spectrum of 4 at 80 K.
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observing SCO in Fe(II) and Co(II) complexes. For example,
whereas the complex [Fe{(HC(3,5-Me2pz)3}2]I2 mentioned
above displays SCO, the Co(II) analogue with the same ligands
remains HS at all the investigated temperatures. Hence, this is a
rare example where identical ligand environments drive SCO in
both Fe(II) and Co(II) complexes. We believe this
phenomenon is related to the contribution of NCIs made
possible through the benzyl substituents (see DFT section
below) of the tbta ligand, and their effect on the torsion angles
at the metal centers in SCO behavior.
DFT Calculations. In the following, we theoretically

investigate the question if the energy of the LS state of the
solvent-free complex 4 is lowered by noncovalent (C−H···π)
interactions (NCI). Molecules 2 and 3 are not explicitly treated
here, but the trends are similar to 1, as shown in the Supporting
Information.

First, we confirm the measured spin state of complex 1 and
complex 4 by comparison with the corresponding calculated
crystal structures in the HS state and LS state, respectively. The
four structures (including counterions) are optimized in
periodic boundary conditions on the PBE-D3/600 eV level19

with the VASP 5.3 simulation package.20 Long-range electron
correlation effects are treated with the atom-pairwise London
dispersion correction D3.21 The optimized structures of
complexes 1 and 4 are shown in Figures 7 and 8, respectively.
By comparing selected bond lengths with the experimental

X-ray structure, we conclude that complex 1 is indeed in the HS
state while complex 4 is in its LS state. Typical deviations
between theory and experiment for the investigated bond
lengths are small, which also verifies the accuracy of the
theoretical equilibrium structure.

Figure 7. Optimized structures for each spin state of 1 on the PBE-D3/600 eV level, together with selected bond lengths ((left) low-spin (LS) state,
(right) high spin (HS) state).

Figure 8. Optimized structures for each spin state of 4 on the PBE-D3/600 eV level, together with selected bond lengths ((left) low-spin (LS) state,
(right) high spin (HS) state).
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Second, we calculated the energy difference between HS and
LS states to investigate the effect of the molecular stacking, i.e.,
the different NCI. Note that, for a straightforward comparison,
one must regard each state in its optimized structure.
Otherwise, a bias toward the experimentally observed spin
state is introduced. These (biased) vertical excitations are
presented, together with a diagnosis of the spin contamination,
in the Supporting Information. In order to make the
calculations affordable, we performed single-point calculations
on the molecular geometries taken from the optimized crystal
structures. We utilized several dispersion-corrected density
functionals with a large Gaussian AO def2-TZVP basis set22

using the TURBOMOLE 6.3 suite of programs.23 At this level,
basis set errors are negligible. The final relative energies for the
HS−LS splitting (ΔE(HS-LS)) are presented in Table 2. The

(periodic) PBE-D3 calculations compute a stabilization of the
LS state (from complex 1 to complex 4) by 10 kcal/mol. This
qualitatively agrees with the experiment and strongly indicates
the significant impact of NCI on the spin state. The good
agreement between the periodic PBE-D3/600 eV with the
molecular PBE-D3/def2-TZVP results justifies the applied
procedure. The slightly stronger LS stabilization in periodic
boundaries even emphasizes the importance of NCI.
However, in absolute energies, the LS state is the minimum

at the PBE-D3 level for both complexes. This is due to an
artificial stabilization of the LS state by GGA density functionals
such as PBE.24 The performance of the density functional for
this property can be improved by incorporating admixtures of
Fock exchange (known as hybrid functionals). The energy
splitting with three dispersion-corrected hybrid functionals with
different amount of Fock exchange (TPSSh-D3: 10%,25

B3LYP-D3: 20%,26 PBE0-D3: 25%27) is presented in the
second part of Table 2. The widely used B3LYP-D3 functional
calculates an energy splitting in agreement with the
experimental findings. However, one must note that the
splitting is very sensitive to the amount of Fock exchange,
e.g., on the PBE0-D3 level, both complexes are calculated to be
in the HS state. This is a known problem of hybrid functionals
applied to transition-metal complexes.24 Therefore, we focus on
the relative splitting, i.e., the (relative) stabilization of the LS
state of complex 4, in comparison to complex 1. All tested
(hybrid) density functionals give a comparable LS state
lowering of the solvent-free compound 4.
Although our theoretical investigation cannot predict the

spin state in advance, we have (i) a theoretical model that
reproduces the experimental observations (B3LYP-D3) and (ii)
good evidence that the stacking of complex 4 with strong NCI
stabilizes the LS state.

■ CONCLUSIONS

The “click”-derived ligand tris[(1-benzyl-1H-1,2,3-triazol-4-
yl)methyl]amine (tbta) has been successfully utilized in
generating spin crossover (SCO) complexes in this work.
The substituents on the tbta ligand can be chosen to generate
various noncovalent interactions (NCIs) in these metal
complexes. These interactions influence the torsion angles at
the metal centers and indirectly (by structural changes)
influence the ligand field strength in the complexes and
preferentially stabilize the LS state at lower temperatures. The
same interactions and changes in torsion angles also help in
driving the SCO process in these solvent-free metal complexes,
as proved by the examples of Fe(II) and Co(II) compounds.
The introduction of solvent molecules of a particular size and
polarity destroys these NCIs in the secondary coordination
sphere, changes the torsion angles at the metal centers, and
locks the molecules in the high-spin (HS) state. Data obtained
from single-crystal X-ray diffraction (XRD), SQUID magneto-
metry, EPR spectroscopy, and Mössbauer spectroscopy
corroborate the observations and hypothesis. In addition, we
have used density functional theory (DFT) calculations to get
insights into the role of noncovalent interaction (NCI) in
influencing the spin state of the metal complexes, and these
calculations confirm the stabilization of the LS spin through
NCIs. To the best of our knowledge, this is one of the rare
occasions where such calculations have been performed to get
insights into the role played by NCI in determining spin states
of molecules. We have thus shown the applications of “click”-
derived ligands in the field of magnetic bistability. In addition,
we have modified these interactions by structural changes to
influence the spin state of these molecules. Finally, we have
used theoretical modeling to understand the correlation
between NCI and the spin state of metal centers. This
combined approach thus opens new avenues for “click” ligands
in coordination chemistry and magnetically bistable systems.
We have also presented a rare example of a case where the same
ligand set can drive SCO in Fe(II) complexes as well as Co(II)
complexes.

■ EXPERIMENTAL SECTION
Materials and General Methods. All the chemicals used in this

work were used as received. The metal salts were purchased from
ABCR (A Better Choice for Research), and all the chemicals required
for the synthesis of tbta were purchased from Sigma−Aldrich. The
solvents were purchased from VWR (Van Waters and Rogers) and
used without further purification; tbta was synthesized according to a
reported procedure.28 Elemental analyses were performed with a
Perkin−Elmer Analyzer 240 system. Electron paramagnetic resonance
(EPR) spectra in the X-band were recorded with a Bruker EMX
system.

Synthesis. [Fe(TBTA)2](BF4)2·2EtOH (1). tbta (100 mg, 0.19
mmol) and Fe(BF4)2·6H2O (31.8 mg, 0.09 mmol) were dissolved in
ethanol (8 mL). The solution was refluxed for 1 h and allowed to cool.
The precipitate was filtered off and the filtrate was collected. After the
slow diffusion of diethyl ether on top of the filtrate, colorless single
crystals suitable for X-ray diffraction (XRD) were collected. Anal.
Calcd for C64H72B2F8FeN20O2: C, 55.59; H, 5.25; N, 20.26. Found: C,
55.57; H, 5.13; N, 20.29.

[Fe(TBTA)2](BF4)2·2CH3CN (2). tbta (100 mg, 0.19 mmol) and
Fe(BF4)2·6H2O (31.8 mg, 0.09 mmol) were dissolved in acetonitrile
(5 mL). The solution was refluxed for 1 h and allowed to cool. The
precipitate was filtered off and the filtrate was collected. After the
addition of toluene (5 mL) to the filtrate, the solution was stored at 8
°C. Colorless single crystals suitable for X-ray diffraction could be

Table 2. Energy Difference (ΔE(HS-LS)) for HS and LS
States from Single-Point Calculations of the Molecular
Structures without Counterions Based on the Optimized
Crystals 1 and 4 for Various Density Functionalsa

Energy Difference, ΔE(HS-LS) (kcal/mol)

molecule
PBE-D3
(periodic) PBE-D3 TPSSh-D3 B3LYP-D3 PBE0-D3

1 15.9 17.3 7.0 −6.4 −11.6
4 25.7 24.1 13.6 0.7 −5.0

Δ(4−1) 9.8 6.8 6.6 7.1 6.6
aA positive value denotes a more-stable LS state.
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collected from the solution. Anal. Calcd for C64H66B2F8FeN22: C,
55.99; H, 4.85; N, 22.45. Found: C, 56.05; H, 5.04; N, 22.18.
[Fe(TBTA)2](BF4)2·2CHCl3 (3). tbta (100 mg, 0.19 mmol) and

Fe(BF4)2·6H2O (31.8 mg, 0.09 mmol) were dissolved in ethanol (10
mL). The solution was refluxed for 1 h. The solvent then was
evaporated and the remaining solid was dried under high vacuum. The
dry substance was dissolved in chloroform (2 mL). After the slow
diffusion of ether on top of the solution, colorless single crystals
suitable for XRD were collected. Anal. Calcd for C62H62B2Cl6F8FeN20:
C, 48.69; H, 4.09; N, 18.32. Found: C, 48.52; H, 3.74; N, 18.09.
[Fe(TBTA)2](BF4)2 (4). tbta (100 mg, 0.19 mmol) and Fe(BF4)2·

6H2O (31.8 mg, 0.09 mmol) were dissolved in propylene glycol (5
mL). The solution was refluxed for 1 h and allowed to cool. The
precipitate was filtered off and the yellow filtrate was collected. After
the slow diffusion of ether on top of the filtrate, yellow single crystals
suitable for XRD were collected. Anal. Calcd for C60H60B2F8FeN20: C,
55.83; H, 4.69; N, 21.70. Found: C, 55.76; H, 4.55; N, 21.61.
[Co(TBTA)2](BF4)2 (6). tbta (100 mg, 0.19 mmol) and Co(BF4)2·

6H2O (32.4 mg, 0.09 mmol) were dissolved in methanol (8 mL). The
solution was refluxed for 1 h. The solution then was allowed to cool
slowly. From this solution, pink single crystals suitable for XRD were
collected the next day. Anal. Calcd for C60H60B2CoF8N20: C, 55.70; H,
4.67; N, 21.65. Found: C, 55.10; H, 4.41; N, 21.39.
X-ray Crystallography. The intensity data were collected at

100(2) K upon a using a Bruker Kappa Apex II duo diffractometer or
at 133(2) K on a Stoe IPDS II. Crystallographic and experimental
details for the structures are summarized in Table S1 in the Supporting
Information. The structures were solved by direct methods (SHELXS-
97) and refined by full-matrix least-squares procedures (based on F2,
SHELXL-97 or SHELXL-2013).29 SADI restraints (dB−F, dF···F) were
applied to model the disorder of the BF4

− in 1 (occupacy factors of
0.586(9)/0.414(9)). Atoms of the dangling phenyl group in 1 show
some higher displacement parameters, in comparison to the other
atoms of the molecule. This is not unusual and treatment as a disorder
would only lead to more restraints and constraints with only minor (if
at all) improvements of the overall quality of the structure
determination. Since checkcif gave only C level alerts (except for the
“D-H without acceptor” alert for the calculated hydrogen atom
position of the solvent O−H), we decided to publish this structure
without refinement of a disorder of this part. CCDC Nos. 804869 and
911107−911110 contain the supplementary crystallographic data for
this paper. These data can be obtained free of charge from The
Cambridge Crystallographic Data Centre (www.ccdc.cam.ac.uk/data_
request/cif).
Magnetic Susceptibility Measurements. Temperature-depend-

ent magnetic susceptibility measurements were carried out with a
Quantum Design Model MPMS-XL-5 SQUID magnetometer that was
equipped with a 5 T magnet in the range from 295 K to 2.0 K at a
magnetic field of 0.5 T. The powdered sample was contained in a gel
bucket and fixed in a nonmagnetic sample holder. Each raw data file
for the measured magnetic moment was corrected for the diamagnetic
contribution of the gel bucket, according to Mdia(gel bucket) = χgmH,
with an experimentally obtained gram susceptibility of the gel bucket
χg = −4.7 × 10−7 emu/(g Oe). The molar susceptibility data were
corrected for the diamagnetic contribution, according to χM

dia(sample)
= −0.5M × 10−6 cm3 mol−1.30a Magnetic susceptibility χ was used as
gram susceptibility (χg) for diamagnetic correction of sample holder,
and as molar susceptibility (χM) for diamagnetic correction of sample
itself. Moreover, note that 1 emu/Oe = 1 cm3; other symbols have
their usual meaning (m, mass; M, molar weight; H, magnetic field
strength).
For verification of this method, the diamagnetic correction of 1 was

also implemented using the Pascal constants and the increment
method according to Haberditzl.31 Values obtained from both
methods differ by 0.03%−1.2%, depending on the temperature,
which is within the limits of the accuracy of the measurement.
The HS molar fraction γ was calculated according to

γ
χ χ

χ χ
=

−
−

T T
T T

( )
( ) ( )

LS

HS LS

Thermodynamic parameters of the SCO transition were calculated
according to the domain model:

γ =
+ ·Δ − ·Δn H RT n S R

1
1 exp( / / )

where ΔH and ΔS are the enthalpy and entropy parameters, R is the
universal gas constant, and n is the domain size and represents the
number of molecules per domain.30 The fit of the magnetic data were
performed by use of the program Origin 6.1 from OriginLab
Corporation.

Mössbauer Spectroscopy. The Mössbauer spectra were recorded
with a 57Co source in a Rh matrix using an alternating constant
acceleration Wissel Mössbauer spectrometer operated in the trans-
mission mode and equipped with a Janis closed-cycle helium cryostat.
The isomer shift is given relative to iron metal at ambient temperature.
Simulation of the experimental data was performed with the Mfit
program using Lorentzian line doublets (E. Bill, Max-Planck Institute
for Chemical Energy Conversion, Mülheim/Ruhr, Germany. E-mail:
eckhard.bill@cec.mpg.de; webpage: http://www.cec.mpg.de/research/
molecular-theory-and-spectroscopy/moessbauer-mcd.html?L=1).

Theoretical Studies. All molecular calculations were carried out
with the TURBOMOLE 6.3 program package.23 The initial structures
are based on X-ray data without any counteranions, and the bonds
containing a hydrogen atom were set to 1.089 Å (C−H bond) and
0.950 Å (O−H bond). For the vertical excitations molecular single-
point calculations were performed on these structures. We utilized the
meta-GGA TPSS and the corresponding meta-hybrid TPSSh,25

together with the Ahlrichs’ type triple-ζ basis set def2-TZVP.22 We
expect that the noncovalent interactions in the structures, as found in
the crystal, indirectly influence the electronic structure and, hence, the
state splitting. Therefore, free molecular structure optimizations that
are normally performed in quantum chemical calculations are not
applied, because they would lead to structures that are significantly
different from those of the solid state. We used the resolution of
identity (RI-J) approximation.32 To simulate bulk solvent effects,
COSMO33 was employed in all calculations with a dielectric constant
of ε = ∞. In order to check for broken symmetry solutions, the low-
spin (LS) states were recalculated unrestricted by starting with
converged high-spin (HS) state orbitals. The results of these
calculations were denoted by the code “BS” (for broken symmetry).
For systems 1 and 4, we optimized the crystal geometries with periodic
boundary conditions. These calculations were carried out with the
Vienna Ab-initio Simulation Package (VASP).20 Thereby, we utilized
the GGA functional PBE19 in the combination with a projector-
augmented plane wave basis set (PAW)34 with an energy cutoff of 600
eV and sampled the Brillouin zone at the Γ-point. The molecular
crystals were optimized with fixed unit cells. For the optimization of
the atomic coordinates, we used an extended version of the
approximate normal coordinate rational function optimization
program (ANCOPT)35 until all forces are below 10−4 a.u. We also
included the D3 dispersion energy in the Becke−Johnson damping
scheme and a conservative distance cutoff of 100 a.u.21 In addition,
single-point calculations on the same level as previously described
were carried out with three different GGAsnamely, TPSS, BLYP
and PBE19,24,25and the corresponding hybrid functionals TPSSh,
B3LYP, and PBE0,25−27 which differ also by the admixture of Fock
exchange (10%, 20%, and 25%, respectively) besides the different
exchange and correlation parts. Here, the D3 correction using the
Becke−Johnson damping scheme applied as well.21,35
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